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Abstract

Autonomous vehicles (AVs) empowered by deep neural networks
(DNNs) are bringing transformative changes to our society. How-
ever, they are generally susceptible to adversarial attacks, especially
physically realizable perturbations that can mislead perception and
cause catastrophic outcomes. While existing defenses have shown
success, there remains a pressing need for improved robustness
while maintaining efficiency to meet real-time system operations.

To tackle these challenges, we introduce PhySense, a comple-
mentary solution that leverages multi-faceted reasoning for misclas-
sification detection and correction. This defense is built on physical
characteristics, including static and dynamic object attributes and
their interrelations. To effectively integrate these diverse sources,
we develop a system based on the conditional random field that
models objects and relationships as a spatial-temporal graph for
holistic reasoning on the perceived scene. To ensure the defense
does not violate the timing requirement of the real-time cyber-
physical control loop, we profile the run-time characteristics of
the workloads to parallelize and pipeline the execution of the de-
fense implementation. The efficacy of PhySense is experimentally
validated through simulations of datasets and real-world driving
tests. It also demonstrates resiliency against adaptive attacks, and
the potential of applying underlying principles to other modalities
beyond vision.
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1 Introduction

Over the past decades, autonomous vehicles emerged as a transfor-
mative technology that is seeing rapid real-world deployment. The
recent advances in deep neural networks and perception systems
have further fueled developments in this field. With the launch
of commercial systems such as Drive Pilot [35] and Waymo [69]
operating on public roads, AVs are crossing the threshold from
speculation into reality. By 2032, the market size is projected to
reach USD 93 billion, expanding at a CAGR of 22.8% [32].
Threats of Physically Realizable Attacks. On the other hand,
these powerful autonomous systems also pose significant safety
risks brought by adversarial attacks. At its core, the key functional-
ities of AVs are enabled by advanced DNNs and perception systems.
However, they are shown to be susceptible to minor modifications
on perception inputs, known as adversarial examples [27]. When
such adversarial perturbations are carried out in the physical world,
rather than digitally, they are often referred to as physically real-
izable adversarial attacks. In the context of AVs, common attack
vectors include adding small patches to stop signs [22], mount-
ing LCD screens to moving vehicles [28], and altering geometric
shapes of traffic cones [9], with the goal of inducing incorrect pre-
diction within object detection and tracking systems. Consequently,
these attacks could lead to catastrophic outcomes such as traffic
collisions [9, 22, 28] and braking on highways [48].
Existing Defenses. In recognition of such threats, there has been
increasing research interest in developing countermeasures, which
can be broadly categorized into three types based on the processing
stages that they operate on. The first aims to enhance perception
models through robust learning approaches [1, 50, 58, 77, 78, 89];
however, they are generally tailored to specific attacks [50] and
often harm clean accuracy [71] as well as fairness [3]. The second
direction aims to disrupt adversarial perturbations on inputs using
various transformations [17, 34, 40, 54, 55, 63, 79, 80, 82, 93], but
the overhead remains a major concern for deployment on real-time
autonomous systems. The last category [47] focuses on the output
of the learning component, and attempts to detect misclassified ob-
jects. However, the working principles of existing defenses mostly
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focus on data without taking advantage of the underlying physical
meanings. In this work, we take a step forward by incorporating
physical principles in the defense.
PhySense Motivation and Overview. In contrast to DNN mod-
els, humans are generally much more resilient against adversarial
examples and capable of discerning the true object “label” within a
short time [92]. As revealed in recent cognitive psychological re-
search, this can be attributed to humans’ ability to associate object-
specific attributes [72] and recognize inter-object relations [67].
In the context of AVs, this principle translates to discerning both
the static, inherent attributes (such as the shape and texture) and
dynamic, behavioral features (such as vehicles decelerating at stop
signs). Unlike pixel-level features perceived by DNNs, such higher-
level features often remain resilient to perturbations - since altering
them requires extensive modifications in the 3D space over time,
which would in turn compromise the stealthiness of attacks.

However, contemporary recognition models in AV systems do
not incorporate this level of reasoning, since they are supervised
by object labels only [20]. As a result, they heavily rely on non-
interpretable features for recognition and are susceptible to adver-
sarial perturbations [25, 31]. Inspired by this insight, PhySense is
designed to build and integrate higher-level reasoning grounded
in the physical world invariant as an additional defense layer. This
reasoning produces object labels, which are then cross-checked
with the perception predictions to identify discrepancies; moreover,
the inference results from reasoning also offer potential clues for
correcting misclassifications. At the design level, the key function-
alities of PhySense are enabled by three layers, (1) the physical
world modeling and object characterization, (2) the knowledge in-
tegration module, and (3) task parallelization and pipelining, each
addressing a unique challenge.
Challenges. There are three main technical challenges.

C1. How to characterize objects to reflect robust physical

features? The first step of PhySense is to characterize objects
using physical features. While objects could be misclassified by the
perception model, they still manifest physical properties (e.g., phys-
ical space occupation) that can be observed and used for defense.
Guided by this principle, we first adapt a state-of-the-art 3D recogni-
tion model [30] that lifts 2D detection to 3D spaces, and then build
a kinematic model adhering to physical laws (Section 5.3). This
model serves as a proxy of the physical world, from which three
types of features are extracted for characterization: (1) inherent
attributes focusing on visual and material properties (Section 5.4);
(2) dynamic object behavioral patterns (Section 5.5); and (3) inter-
object relations and interactions (Section 5.6). They are selected to
retain resilient spatial-temporal features while enabling efficient
computation, balancing the need for performance and efficiency.

C2.How to integrate different dimensions of physical char-

acteristics for reasoning? Reliable defense requires integrating
various physical invariants as multiple layers of defense. However,
this fusion poses several challenges due to the complex, multi-
dimensional nature of the features. First, real-world objects in the
context of transportation exhibit dynamic interconnections, thus
necessitating holistic reasoning that leverages correlations. Second,
these features exist in different hyper-dimensional spaces and un-
equally contribute to predictions, since they originate from diverse
techniques and some of them uniquely characterize certain classes.

Lastly, performing joint probabilistic inference on densely inter-
connected objects limits the scalability of defense. To address these
challenges, we propose a novel framework based on conditional
random field (CRF), modeling instances as graph nodes and interac-
tions as edges. To adaptively integrate our features, we propose a
new energy function that models inherent attributes and behaviors
as unary terms while interactions as binary terms, with learnable
weightmatrices capturing the importance of features for each object
class. To improve efficiency, our insight is that real-world objects
also exhibit temporal continuity across consecutive frames. There-
fore, we assign consistent matches between defense and perception
models from prior frames as node labels in the current frame, thus
accelerating the belief propagation process (Seciton 5.7).

C3. How to ensure the timeliness of PhySense? Real-time
responsiveness of our defense is another key requirement for its de-
ployment in safety-critical systems. In our preliminary exploration,
we found the naive implementation of PhySense can lead to pro-
hibitive end-to-end latency. To ensure the defense can be completed
in real-time, we carefully studied the performance bottleneck of the
system, and identified several opportunities to take full advantage
of modern multi-core processors to parallelize and pipeline the
processing. Specifically, parallelization opportunities are identified
through an analysis of algorithmic dependencies, which detects
workloads that can be executed concurrently due to the absence
of dependencies. PhySense leverages this by decomposing these
workloads into finer-grained sub-tasks, dynamically dispatched by
a thread pool. Building on this parallelization, PhySense further
segments the entire pipeline into multiple stages, ensuring that each
stage has balanced execution times. Each stage is then executed as
an independent task, optimizing resource utilization.
Evaluation. PhySense was evaluated in terms of its efficacy in
detecting abnormal predictions and providing true object labels,
as well as run-time efficiency. For a comprehensive evaluation,
we tested on two existing datasets (nuScenes [8] and KITTI [24]),
one customized dataset collected from the Carla simulator, and
real-world driving tests. To better emulate real-world attacks, the
adversarial examples were crafted to induce end-to-end effects on
AV behaviors in the simulator. The results showed that PhySense
can effectively recognize and rectify over 99% misclassified objects,
without impacting the control performance of the AV. To further
investigate the practicality of our approach, PhySense was also val-
idated through real-world experiments with a Tesla Model 3 across
multiple scenarios (e.g., parking lots, residential areas, main roads),
different target objects (SUV and small vehicles), diverse attack
types (printed patch [22], LCD displayed patterns [28], and pro-
jected perturbations [44]), and patterns with varying sizes. Lastly, to
test resiliency, PhySensewas tested against adaptive attackers with
knowledge of the defense. While not bulletproof, its multi-faceted
reasoning is shown to significantly raise the bar for attackers.
Contributions. Our contributions are outlined as follows.

• Wepropose PhySense1, an integrative reasoning approach to
defend against physical adversarial examples in autonomous
systems. Our defense leverages robust physical attributes
and correlations for multi-faceted understanding.

1Project Website: https://sites.google.com/view/physense

https://sites.google.com/view/physense
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• To improve accuracy and efficiency, we propose a novel
CRF-based framework that reasons object characteristics
and interactions as structured spatial-temporal graphs.
• We evaluate PhySense on datasets and real-world driving
tests. It achieves over 99% detection and correction accuracy
against unseen attacks while maintaining run-time efficiency.
It also demonstrates relative resiliency against adaptive at-
tackers and a broader potential to apply the principles to
other modalities beyond vision.

2 Background

2.1 Perception in Autonomous Vehicles

Perception is a critical component in autonomous vehicles, since an
AV requires knowledge of its surroundings for decision making and
safe actuation. To bridge the physical world and cyber components,
perception relies on a variety of sensors like cameras, LiDARs, and
radars [74, 84]. Different sensor modalities provide complementary
information - for instance, cameras capture visual details like color
and texture, while LiDARs and radars estimate depth and proximity
by emitting laser and radio waves respectively. Through these sen-
sors, physical elements are transformed into analog/digital signals
for subsequent recognition tasks [81].

Despite the diverse raw data formats (e.g., images and point
clouds) induced by different sensor modalities, they are all sent for
object detection as part of the perception. Modern object detection
techniques leverage DNNs to locate and classify objects from the
sensor data. In the context of AVs, these networks are trained on
large annotated datasets like KITTI [24] and nuScenes [8] to de-
tect common classes such as vehicles, pedestrians, traffic signs, etc.
The typical pipeline involves pre-processing raw sensor streams,
extracting object-specific features using convolutional layers, clas-
sifying the features, and locating objects via bounding box regres-
sion [59, 61]. This workflow can be achieved via either a two-stage
process, which uses a region proposal network to identify potential
object regions and classify them using a detection network; or via
a one-stage detector that performs localization and classification
concurrently using a single network [43, 59].

In the same vein, object tracking builds on detection to esti-
mate trajectories by associating detection results across consecutive
frames [53]. For instance, Kalman Filters [6] model temporal evolu-
tion of object states for tracking, while data association techniques
like Hungarian algorithm [37] establish frame-to-frame correspon-
dences based on appearance and motion consistency. Recent work
explored separate DNN-based detection and data association mod-
ules [23], or a single model that performs both [75]. Our work
treats vision-based tracking algorithms as the target, which are
most commonly studied in adversarial contexts (more details in
Section 4). Moreover, we also experimentally explored the potential
of PhySense to secure other modalities (Section 6.4), and showed
that the key principle can be extended to other domains.

2.2 Physical Adversarial Attacks

Since the seminal work by Goodfellow et al. [27], adversarial exam-
ples have emerged as a significant threat to broad machine learning
systems. The concept was initially introduced in the image domain,

revealing the vulnerability of neural network models to subtle per-
turbations that lead to misclassification. Over the past decade, such
attacks have since evolved and expanded to other domains such as
point clouds [9, 10] and audio signals [13, 83, 85]. In general, these
attacks can be formulated as an optimization problem:

argmax
𝜹

𝐿(𝑓 (𝒙 + 𝜹), 𝑦true) s.t. ∥𝜹 ∥𝑝 ≤ 𝜖, (1)

where 𝒙 is the original input, 𝜹 is the adversarial perturbation,
𝐿(·) is the distance function reflecting the attacker’s goal (such as
misclassification), and ∥ · ∥𝑝 represents an 𝐿𝑝 norm that restricts
the perturbation magnitude to ensure stealthiness.

Among this evolving threat landscape, physically realizable at-
tacks present a unique line of threats due to their practical feasibility
in the real world. Unlike digital attacks that manipulate data within
a computational environment, physical attacks restrict the per-
turbations on real-world objects or environmental elements. This
necessitates additional physical constraints on the manipulation
space. As a general formula, the loss function is constructed as:

E(𝑻 ,𝑪 )∼P [𝐿 (𝑓 (𝑻 (𝒙 + 𝜹); 𝑪) , 𝑦true)] + 𝜆 · Ω(𝜹), (2)

where E(𝑻 ,𝑪 )∼P represents the expectation over a distribution P of
physical transformations 𝑻 and real-world conditions 𝑪 like ambi-
ent lighting [2, 22, 66]. Besides, 𝜆 ·Ω(𝜹) is a weighted regularization
term that enforces the perturbation to be physically plausible.

3 Existing Defenses

Existing defenses fall into three categories based on the processing
stages that they operate on. The first category enhances the ro-
bustness of perception models through robust learning approaches.
The key idea is to incorporate known adversarial examples (e.g.,
PGD [45]) during model training. For instance, Wu et al. [78] found
that traditional defenses were ineffective against physical adver-
sarial attacks and proposed adversarial training on images with
rectangular occlusions. Rao et al. [58] additionally optimized patch
locations for broader attacks with varying patch locations. Besides,
Meta-adversarial training [50] and fast adversarial training meth-
ods [1, 77, 89] aimed to improve generalizability and reduce com-
putational overhead. However, these defenses are limited as they
are tailored to specific attacks (e.g., a specific 𝐿𝑝 norm) and often
come at the expense of clean accuracy [71] and fairness [3].

Inspired by the insight that adversarial attacks rely on manip-
ulated inputs, a stream of defense aims to disrupt perturbations
via input sanitization, employing techniques such as image com-
pression [34], randomized smoothing [17, 40, 54], diffusion algo-
rithms [55, 80], and broader generative models [16, 63, 82]. These
defenses have shown superior performance yet have significant
overhead, making them computationally prohibitive for real-time
autonomous systems. Lastly, a less-explored direction focuses on
perception outputs. In the context of AVs, PercepGuard [47] was
recently proposed to detect object misclassification attacks. It em-
ploys an LSTM model to analyze bounding box sequences, and an
alarm is raised if its output mismatches with the perception module.

As a preliminary step to address the remaining challenges, we
propose PhySense as a novel approach empowered by statistical
modeling, robust physical rules, and pipelining techniques. Coop-
erating with the AV perception module, PhySense is designed to
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verify and correct adversarial predictions while preserving model
utility and real-time efficiency.

4 System and Threat Model

4.1 System Model

In this study, we focus on vision-based object detection and track-
ing. This is because vision is de facto the most popular and well-
established perception modality in contemporary AVs, and most
existing physical adversarial attacks target visual inputs [84]. To
enable such perception modules, the target AV is equipped with
cameras that record videos in real time. The dissected image frames
are sent for object detection, and the results among consecutive
frames are analyzed for object tracking. The exact algorithm or
model could vary, but they are all based on DNN architectures.

Additionally, to understand the potential of generalizing to broader
modalities, we also conducted a small set of experiments on other
sensing modalities (e.g., LiDAR) beyond vision (Section 6.4).

4.2 Threat Model

Attack Goals. The adversary’s primary goal is to deceive the AV’s
perception system into misclassifying objects through physical
perturbations. These attacks can significantly affect AV operations.
For instance, an attack might cause the AV to misclassify stop signs
as speed limit signs, leading to potential collisions at crossroads [22];
besides, misidentifying a car ahead as a person could trigger braking
on high-speed roads [48]. On the other hand, the attacker also seeks
to restrict perturbation magnitudes to avoid suspicion.
Our Scope of Attacks. This study focuses on physically realiz-
able adversarial attacks, where the attacker can only introduce
perturbations in the physical world. This differs from digital (or
cyber-domain) attacks, where the attacker can arbitrarily manipu-
late DNN inputs. The mechanisms for realizing physical manipula-
tion are diverse. In this study, we focus on two categories of attacks
that are representative in the field, patch-based [22, 78, 91, 94] and
projection-based [44, 86] attacks.

Patch-based Attacks. Adversarial patch is a well-established ap-
proach that realizes perturbations within a small area and can be
physically attached to the target object. In prior work, most patches
are realized on printed papers [22, 91, 94], while some recent studies
have explored using monitors mounted on the vehicle to display
these patches [11, 28]. This study evaluates both printed and dis-
played patch attacks to understand the defense effectiveness.

Projection-based Attacks. We also consider a novel approach that
uses light projectors to cast perturbations onto the target [29, 44, 76].
Unlike patches that fully cover a region on the object, projected
patterns are semi-transparent and overlay the object’s surface, thus
necessitating modeling of color blending and light diffusion effects.
A unique advantage is that such attacks can be launched remotely,
thus eliminating the need to physically access the target object.
Attacker Assumptions. To execute these attacks, the adversary
is assumed to possess knowledge of adversarial machine learning
and the high-level architecture of the target AV. Therefore, they
can generate adversarial perturbations using grey-box or black-box
attack methods. Furthermore, the attacker is also assumed to have
access to equipment such as projectors or screens for realizing
perturbations in the physical world. While our defense does not
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Figure 1: PhySense overview.

have specific assumptions on the degree of manipulation, most
of the tested perturbations were constrained to certain 𝐿𝑝 norms
or restricted within small physical regions. In our evaluation, we
consider both naive attackers (without the knowledge of defense)
and adaptive attackers (with the knowledge of defense).

5 PhySense Design

5.1 Overview

The overall workflow of PhySense is depicted in Figure 1. The high-
level idea is to construct a three-dimensional representation of the
perceived scene and infer object labels from extracted physical fea-
tures and correlations. The goal is to assign labels to individual
objects such that the overall reasoning gain is maximized. Within
the vision domain, we first adapt state-of-the-art 3D object detec-
tion model [30] to lift 2D detection to 3D spaces, which is used as
a proxy of the physical world (Section 5.3). For effective defense,
the next step is to extract features that are resilient, distinctive, and
readily extractable from visual information. Guided by cognitive
theory [5, 49], we employ three types of features: (1) inherent at-
tributes that focus on visual and material properties (Section 5.4); (2)
object behaviors that characterize dynamic patterns (Section 5.5);
and (3) inter-object relational features capturing interactions and
arrangements between objects (Section 5.6). These statistics repre-
sent robust invariant features, which are then used for reasoning
through the adapted conditional random field (CRF) framework
and an energy function tailored for quantifying reasoning gain
(Section 5.7). At last, the defense framework is deployed with task
parallelization and pipelining to improve efficiency (Section 5.8).

5.2 Problem Formulation

Let𝑀 : R𝐻×𝑊 ×𝐶 → R𝑁×𝐾 be the target vision-based perception
model that takes an input image 𝑥 ∈ R𝐻×𝑊 ×𝐶 and outputs a set of
𝑁 detected object instances I = {𝐼1, 𝐼2, ..., 𝐼𝑁 }, where each instance
𝐼𝑖 is a 𝐾-dimensional vector representing the probabilities over
𝐾 classes. The attacker conducts attacks by applying adversarial
perturbations, resulting in manipulated perception inputs 𝑥 ′ = 𝑥 +𝛿
and the corresponding set of detected instances I′ = 𝑀 (𝑥 ′). Let
S ⊆ I be the subset of instances that are misclassified, such that:

𝐼𝑖 ∈ S ⇔ argmax
𝑘

𝐼𝑖 [𝑘] ≠ argmax
𝑘

𝐼 ′𝑖 [𝑘], ∀𝐼𝑖 ∈ I (3)

As such, PhySense aims to identify misclassified objects and
provide their true labels {𝑦𝑖 = argmax𝑘 𝐼𝑖 [𝑘]}𝐼𝑖 ∈S for defense.

5.3 Three-dimensional Kinematic Model

Traditional object detection operates solely on 2D images, which
discards spatial information (e.g., depth, shape) needed to represent
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physical world rules in 3D spaces. To address this, PhySense first
elevates 2D detection from the perception model into a unified 3D
space. This transformation is necessary as it places all perceived
objects within the same world coordinate system, thus enabling
consistent kinematic analysis regardless of the relative position be-
tween various objects and the camera. To achieve this, we employ a
3D recognition model adapted from a state-of-the-art approach [30].
In PhySense, this model processes image frames captured by cam-
eras, and for each detected object, it produces eight 3D coordinates
corresponding to the vertices of the 3D bounding box. These co-
ordinates are designed to align with the world coordinate system
to approximate the object’s position and dimensions in physical
space. Such an approach also aligns with the real-world practice
that increasingly develops vision-based 3D perception [14, 18, 33].

In the 3D space, each instance 𝐼𝑖 is associated with a set of co-
ordinates P𝑖 corresponding to the eight corners of its bounding
box, where p𝑗

𝑖
= (𝑥 𝑗

𝑖
, 𝑦
𝑗
𝑖
, 𝑧
𝑗
𝑖
) ∈ P𝑖 represents the coordinates of the

𝑗𝑡ℎ corner of instance 𝐼𝑖 . The centroid c𝑖 is computed as the arith-
metic mean of P𝑖 and is used as the 3D location of instance 𝐼𝑖 . For
kinematic analysis, we calculate the velocity and acceleration along
the x and y axes. In this study, the z-axis kinematic information is
excluded based on a key observation: real-world AV motion along
the z-axis is often much smaller than the x and y axes, making it
particularly susceptible to measurement noise. Therefore, while
our method can derive 3D-space representation, we choose to focus
on the x-y plane to improve performance and efficiency by using
more reliable information. However, PhySense is not inherently
restricted to the x-y plane; instead, it is designed with the flexibility
to incorporate z-axis motion information in future studies.

For instance, given the camera frame rate 𝑓𝑟 , the acceleration
along the 𝛼 axis is calculated as:

𝑎𝛼𝑖 (𝑡) = 𝑓𝑟
2 [𝑐𝛼𝑖 (𝑡) − 2𝑐

𝛼
𝑖 (𝑡 − 1/𝑓𝑟 ) + 𝑐

𝛼
𝑖 (𝑡 − 2/𝑓𝑟 )] (4)

These statistics serve as descriptors of the current state 𝑆𝑖 (𝑡) of
instance 𝐼𝑖 at time 𝑡 . They are used for further analyses.

5.4 Characterization via Inherent Attributes

Inherent physical attributes are the features intrinsic to an object,
and they are less affected by external impacts or contexts. Typical
examples include sizes, color composition, texture, and geometry.
However, an appropriate set of features needs to be distinctive
across different classes while remaining relatively invariant among
heterogeneous instances within a class; additionally, computational
efficiency must also be considered. As such, we focus on 3D sizes
and surface texture in this study. In contrast, other features such
as color constitution could vary significantly for diverse instances,
while reliable geometry extraction from solely 2D vision inputs (i.e.,
images) could be computationally intensive [68].

Specifically, the three-dimensional size represents the object’s
physical space occupation, which remains intrinsic and unchanged
in the physical world. We approximate the values along three axes
using 3D bounding box dimensions. Since each dimension is in-
dependent of the others, we map them separately to estimate the
probability of an object belonging to a certain class. The high-level
idea is to extract statistical knowledge from existing datasets, which

provide rich information about the distribution of size values asso-
ciated with each object class.

Consider a test instance 𝐼𝑡𝑒𝑠𝑡 with size 𝑠𝛼𝑡𝑒𝑠𝑡 along dimension
𝛼 . To retrieve size knowledge associated with classes, a dataset
D = (𝐼𝑘 , 𝑦𝑘 )𝑁𝑘=1 containing 𝑁 instances is used, where 𝐼𝑘 is the 𝑘𝑡ℎ

instance and 𝑦𝑘 ∈ Y is its ground truth class. As such, the size 𝑠𝛼
𝑘

along dimension 𝛼 for instance 𝐼𝑘 can be calculated using the 3D
coordinates of its vertices. To approximate the distribution, values
are discretized into 𝐵 bins B = {𝑏1, 𝑏2, ..., 𝑏𝐵}. When 𝑠𝛼𝑡𝑒𝑠𝑡 falls into
bin 𝑏𝑖 , the prior 𝑃 (𝑦) and likelihood 𝑃 (𝑏𝑖 |𝑦) are calculated for each
class 𝑦 ∈ Y based on the extracted statistics:

𝑃 (𝑦) = |{𝑘 : 𝑦𝑘 = 𝑦}|
𝑁

; 𝑃 (𝑏𝑖 |𝑦) =

���{𝑘 : 𝑦𝑘 = 𝑦 and 𝑠𝛼
𝑘
∈ 𝑏𝑖 }

���
|{𝑘 : 𝑦𝑘 = 𝑦}| (5)

As such, when considering 𝑠𝛼𝑡𝑒𝑠𝑡 , the posterior probability of 𝐼𝑡𝑒𝑠𝑡
belonging to class 𝑦 is calculated using Bayes’ rule:

𝑃 (𝑦 |𝑏𝑖 ) =

���{𝑘 : 𝑦𝑘 = 𝑦 and 𝑠𝛼
𝑘
∈ 𝑏𝑖 }

���
𝑁 · 𝑃 (𝑏𝑖 )

, (6)

where 𝑃 (𝑏𝑖 ) =
∑
𝑦′∈Y 𝑃 (𝑏𝑖 |𝑦′)𝑃 (𝑦′) can be precomputed as the

evidence, or treated as a normalization factor.
On the other hand, surface texture reflects material properties

(e.g., metal for vehicles, cloth for pedestrians) that cannot be en-
tirely altered through restrictive physical manipulations. To use
such features, we map an object’s texture to the probability of be-
longing to a specific class. This involves randomly selecting𝑁 small
regions within the object’s bounding box and processing each using
Local Binary Patterns (LBP) [46]. As such, each region produces a
histogram with 256 bins that capture diverse texture patterns. To
characterize the entire object, we normalize these 𝑁 histograms to
create a unified descriptor, forming a standardized LBP vector of
dimensions 256 × 1. This latent representation is then input into
an Extreme Gradient Boosting model [12], which calculates the
probability that the object fits into each category.

As such, these inherent attributes are individually mapped to a
probability distribution over object labels.

5.5 Characterization via Object Behaviors

Besides static attributes, dynamic behaviors also exhibit unique
patterns that can characterize objects. For example, vehicles gener-
ally move in structured ways adhering to roads and speed limits,
while pedestrians exhibit more irregular motion as they walk in
various directions. These behavioral differences manifest in the
trajectories and state changes over time. However, effectively cap-
turing and using these complex spatio-temporal patterns poses
challenges. Specifically, annotated behavioral data in the context
of transportation remains scarce in existing datasets; besides, accu-
rately modeling and categorizing the temporal dynamics is difficult.
Annotating Behaviors Using Thematic Coding Techniques.

To address the first challenge, we combined existing datasets and
augmented them through a structured annotation process based on
thematic coding techniques [7]. As a starting point, we leveraged
the LOKI dataset [26] which contains 14 types of labeled behaviors
with associated object sequences. However, the given behaviors are
limited to vehicles and pedestrians only. To expand the behavior
catalog across more classes, three coders built upon this initial
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Figure 2: Example animation developed for behavior coding.

codebook and iteratively refined it through team discussion and
cross-checking until a consensus was reached on the final taxonomy.
The additional unlabeled sequences were sourced from nuScenes [8]
and KITTI [24] datasets, with their details explained in Section 6.1.

To facilitate the annotation process, we implemented an interac-
tive HTML-based visualization showing 3D bounding boxes with
object labels and tracking IDs across frames. This enabled coders
to inspect object behaviors and coordinate labels conveniently. We
also included a sliding toolbar to allow repeated observation within
arbitrary frame ranges. An example of our visualization is depicted
in Figure 2. As a result, our annotation led to 13,857 data points
containing object IDs, behavior frame ranges, and descriptive labels
denoting both class and behavior (e.g. vehicle turning left). These
multi-class annotations were then used to train behavioral models.
Extracting Behaviors via Sequence Models. To address the
second challenge, we built on recent research of behavior recogni-
tion [90] and constructed an Attention-BiLSTM model (Figure 3)
adapted to time-series object states. Specifically, Bidirectional LSTMs
(BiLSTMs) [64] are employed to capture temporal contexts at each
time step. By traversing sequence inputs twice from both forward
and backward directions, they can encode more temporal dependen-
cies compared to conventional LSTMs, thus improving performance
for behavioral learning [65]. Their outputs are fed into an additive
attention module [73] that allows for selective focus on the most
salient parts of inputs. As such, the BiLSTMs and the focused fea-
ture extraction from additive attention complement each other to
achieve robust behavior identification from object state sequences.

At the time 𝑡 , the input is a state vector x𝑡 ∈ R𝐷 containing
the object’s location, velocity, acceleration, and size. This vector is
processed through 𝐿 stacked BiLSTM layers as follows:

h(𝑑 )
𝑡,𝑙

= BiLSTM(h(𝑑 )
𝑡+𝑑,𝑙 , x𝑡 , h

(𝑑 )
𝑡,𝑙−1), (7)

where h(𝑑 )
𝑡,𝑙

represents the hidden state at time 𝑡 and layer 𝑙 for
direction 𝑑 (either forward + or backward −). The forward and
backward hidden states at time 𝑡 for layer 𝑙 are denoted as

−→
h 𝑡,𝑙

and
←−
h 𝑡,𝑙 , each belonging to R𝑑ℎ . The outputs from the last layer

are concatenated and used as the value of the attention: V =

[−→h 𝑡−𝑇,𝐿 ; . . . ;
−→
h 𝑡,𝐿 ;

←−
h 𝑡−𝑇,𝐿 ; . . . ;

←−
h 𝑡,𝐿] ∈ R2·𝑑ℎ×𝑇 ; while the for-

ward and backward outputs are concatenated as the query Q =

[−→h 𝑡,𝐿 ;
←−
h 𝑡−𝑇,𝐿] ∈ R2·𝑑ℎ . Subsequently, the additive attention com-

putes the relevance score e between the query Q and value V as
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Figure 3: AT-BiLSTM model for behavior identification.

e = w𝑇 tanh(W𝑄Q +W𝑉V + b), whereW𝑄 ,W𝑉 , and b are learn-
able parameters, and w𝑇 ∈ R𝑇 is used to compute the score. The
attention weights are obtained using a softmax function over the
score e, and the output context vector is computed as the weighted
sum of the value vectors. It is then processed by fully connected
layers and Leaky-ReLU activations for prediction.
Physics-constrained Normalization. As the foundation of be-
havior identification relies on DNNs, the output distribution can
diverge from physical conditions since the model is learned from
data. To improve quality, we impose additional physical constraints
to normalize the output space. Specifically, we follow an iterative
refinement process to determine appropriate constraints for each
behavior type. These constraints are designed to meet several re-
quirements: (1) they encode fundamental physical rules and com-
mon sense priors; (2) they are readily extractable from the captured
visual information, allowing efficient filtering; and (3) they contain
minimal parameters and remain stable across scenarios.

With these goals, we developed a set of rules for identifying
interactions. Example rules include using directional velocity to
judge turns and spatial locations to identify stationary states. These
constraints are applied efficiently in a post-processing stage. Let
the raw DNN output be a probability distribution over behaviors
pbeh = [𝑝beh1 , ..., 𝑝beh

𝑍
] where ∑𝑍𝑖=1 𝑝beh𝑖

= 1. Each behavior is asso-
ciated with a set of binary constraint functions {𝑐𝑖1, 𝑐𝑖2, . . . , 𝑐𝑖𝑧𝑖 }
that evaluates to 1 if satisfied. The constrained probability is:

𝑝beh𝑖 =
𝑝beh
𝑖

∏𝑧𝑖
𝑗=1 𝑐𝑖 𝑗∑𝑍

𝑘=1 𝑝
beh
𝑘

∏𝑧𝑘
𝑗=1 𝑐𝑘 𝑗

(8)

As such, this step filters out the potential of behaviors violating
constraints and renormalizes the distribution, resulting in more
consistent outputs aligned with real-world observations.

5.6 Characterization via Interactions

While inherent attributes and behaviors provide self-contained
characterizations of individual objects, interactions between objects
also offer valuable contextual information. The key intuition is that
even if an object is misclassified, it still exists physically in the world
and will therefore affect other objects in the scene. For example,
even if a vehicle is wrongly labeled, its follower will still react by
matching velocities and maintaining distance. This reveals clues
about the true class, as interactions expose physical relationships
beyond an object’s own properties. Motivated by this insight, we
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incorporate inter-object interactions as key evidence for holistic
reasoning. However, characterizing interactions poses two main
challenges. First, it is difficult to detect if an interaction exists, unlike
attributes or behaviors that are restricted to single objects. Second,
accurately modeling the diverse, multi-agent interactions requires
significant computation. This dual dilemma between efficiency and
accuracy is a major obstacle in this analysis.

The key to our approach lies in the observation that, precisely
inferring interaction types is not our ultimate objective. Instead,
we aim to extract information to aid reasoning within reasonable
costs. Inspired by prior work on interactive driving [87], a rule-
based interaction identification is employed. The goal is not to
classify the exact interaction, but to derive potential relationships
between possibly interacting objects. Due to this reason, we do
not focus on exhaustively annotating interactions for training clas-
sifiers. Instead, we source data and rules from existing datasets
(i.e., INTERACTION [87, 88] and Waymo Motion [21]), and use a
similar thematic coding process (Section 5.5) to refine interaction
types and their rules. Specifically, we focus on three types of safety-
critical objects, pedestrians, cyclists, and vehicles, resulting in 8
categories of directed object pairs (e.g., vehicle-cyclist) and 25 types
of interaction characteristics (e.g., a vehicle yield to a cyclist).

During inference, the characterization consists of two phases.
The first phase determines if interactions exist between a pair of
objects, based on the time-to-conflict-point (TTCP) [87] and colli-
sion risk area [56] metrics. The principle is that objects expected to
converge imminently are likely to interact to avoid collisions. To
calculate TTCP, we first predict the conflict point based on the cur-
rent trajectories of two objects, and then estimate their respective
arrival times at this intersection. The objects are considered to be
interacting if both the difference between these TTCPs and their
maximum value fall below predefined thresholds. Complementing
this, we also assess the collision risk area, which additionally cov-
ers the interactive scenarios where objects may not have predicted
intersection points but are in close proximity. If the collision risk
area of two objects overlaps, we consider them to be interacting. In
the second phase, we apply the aforementioned rules to identify
the specific types of interactions between the paired objects. These
rules consider various factors such as relative distances, angles,
velocities, acceleration, and the size of the overlapped collision risk
area. A comprehensive list of the interaction types and their rules
is provided in the extended report available on our project website.

5.7 Reasoning via Conditional Random Field

The three types of characteristics outlined above - inherent at-
tributes, object behaviors, and inter-object interactions - capture
both static and dynamic features in the physical world. While they
all provide important evidence that can aid reasoning, relying on
a single cue for decision-making could be unreliable. Therefore,
effectively aggregating knowledge is another key problem.

Our modeling of the reasoning framework is driven by three
technical challenges. First, real-world objects in transportation con-
texts exhibit dynamic correlations. Unlike traditional perception
methods that generally isolate elements for recognition, PhySense
leverages interconnections and thus requires a holistic approach.
Second, the diverse knowledge sources do not contribute equally to

decisions. This can be attributed to two reasons: (1) certain physical
features are uniquely characteristic of specific classes, in which case
they provide more information to discriminate object types; and
(2) the reliability of these features varies, as they are derived from
different computational techniques. For effective knowledge aggre-
gation, a novel mechanism needs to be tailored to object classes.
Third, performing joint probabilistic inference on densely intercon-
nected instances poses scalability challenges. Therefore, improving
reasoning efficiency is needed for real-time application.
Spatial Graph. For a given scene, each object instance 𝐼𝑘 is rep-
resented as a node 𝑣𝑘 in the CRF graph G = (V, E). The edges
E encode interactions between instances. The energy function is
defined over variables V = {𝑣1, 𝑣2, ..., 𝑣𝐾 } as 𝐸 (V) =

∑𝐾
𝑘=1𝜓𝑢 (𝑣𝑘 ) +∑

(𝑣𝑘 ,𝑣𝑗 ) ∈E 𝜓𝑏 (𝑣𝑘 , 𝑣 𝑗 ), where𝜓𝑢 (𝑣𝑘 ) are unary potentials capturing
object attributes and behaviors, and𝜓𝑏 (𝑣𝑘 , 𝑣 𝑗 ) are binary potentials
for interactions. Therefore, the overall energy is the integration of
energy for all nodes. Let 𝑦 (𝑣𝑘 ) be the label assigned to node 𝑣𝑘 :

𝐸 (V) =
𝐾∑︁
𝑘=1

[ ∑︁
𝑓 ∈𝐹𝑎

𝑝 (𝑦 (𝑣𝑘 ) |𝑓 ) +
∑︁

𝑏∈𝐵𝑦 (𝑣𝑘 )

𝑝𝑏𝑒ℎ
𝑏
(𝑣𝑘 )𝑤1 (𝑦 (𝑣𝑘 ))

+
∑︁

(𝑣𝑘 ,𝑣𝑗 ) ∈E
𝑓𝑖𝑛𝑡 (𝑣𝑘 , 𝑣 𝑗 )𝑤2 (𝑦 (𝑣𝑘 ), 𝑦 (𝑣 𝑗 ))

]
, (9)

where 𝐹𝑎 is the set of inherent attributes, 𝑝 (𝑦 |𝑓 ) is the posterior
probability of label 𝑦 given 𝑓 , 𝐵𝑦 (𝑣𝑘 ) ⊆ 𝐵 is the subset of behav-
iors for label 𝑦 (𝑣𝑘 ), 𝑝𝑏𝑒ℎ𝑏

(𝑣𝑘 ) is the probability that 𝑣𝑘 exhibits
behavior 𝑏, 𝑓𝑖𝑛𝑡 (𝑣𝑘 , 𝑣 𝑗 ) is 1 if interaction exists between 𝑣𝑘 and 𝑣 𝑗
(0 otherwise).𝑤1 (𝑦 (𝑣𝑘 )) and𝑤2 (𝑦 (𝑣𝑘 ), 𝑦 (𝑣 𝑗 )) are weight matrices
associated with object labels, optimized with:

𝐿 =
1
|S|

∑︁
𝑠∈S

1
|V𝑠 |

[
𝐸infer (V𝑠 ) − 𝐸𝑔𝑡 (V𝑠 ) +𝐶

]
, (10)

where S is a batch of graphs, 𝐸infer (V𝑠 ) is the energy calculated
using inferred labels 𝑦 (𝑣𝑘 ) for nodes in scene 𝑠 , while 𝐸𝑔𝑡 (V𝑠 ) is
the energy calculated using true labels 𝑦𝑔𝑡 (𝑣𝑘 ), and 𝐶 is a constant.
Temporal Graph.While spatial graphs capture intra-frame consis-
tency, another valuable insight is that real-world objects also exhibit
temporal continuity across consecutive frames. A similar principle
is incorporated in Kalman filtering used in control systems [36].
Inspired by this, we introduce a temporal graph that leverages
cross-frame reasoning to improve robustness and efficiency.

At a high level, this temporal consistency is constructed in two
main steps. First, we match graphs from previous frames to the
current frame by associating similar nodes based on the distances
and Intersection over Union (IoU) of their 3D bounding boxes. The
second step is to verify that these labels remain consistent between
matched nodes across frames andwith the perception results. Nodes
with consistent matches will have their labels directly assigned in
the current frame, which are then utilized for more efficient belief
propagation that focuses more on inferring new objects.

This temporal consistency provides two advantages. First, it en-
hances resiliency against corner cases where certain objects might
be occasionally misidentified within spatial graphs in a few frames.
Second, it significantly improves efficiency by focusing costly infer-
ence only on new objects and attacked instances, while leveraging
cross-frame consistency to assign other labels.
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Table 1: Run time breakdown of initial implementation.

Phase Inherent Attributes Behaviors Interactions Reasoning
Processing 3D Size LBP AT-BiLSTM Rule-based Build Graph CRF Inference
Time (s) 0.0058 0.0365 0.0018 0.0001 0.0118 0.0142

5.8 Optimizing Run Time Efficiency

A naive implementation of PhySense can lead to high end-to-end
latency due to its long processing pipeline when designed in a se-
quential manner. However, ensuring the timely execution of tasks
(availability) in cyber-physical systems is often equally important.
Parallelization and pipelining are two of the most effective tech-
niques for achieving this. Parallelization [19] divides a task into
smaller sub-tasks that can be executed simultaneously across mul-
tiple processors or cores, while pipelining [38] breaks a process
into stages that work concurrently on different parts of the task,
similar to an assembly line. While these two techniques have been
extensively studied over the past decades, their application to ML
workloads remains less explored. To understand the runtime charac-
teristics of the workload and to identify optimization opportunities,
we begin with profiling. The results on the execution time for main
components are shown in Table 1. From the result, we can observe
that the majority of computational delays are CPU-bound [41],
this presents a unique opportunity to leverage parallelization and
pipelining at the component level to reduce the latency.
Parallelization. Intuitively, any workloads that can be executed
simultaneously without dependencies are potential candidates for
parallelization. To do so, PhySense decomposes the workloads into
finer-grained tasks that are dynamically dispatched by a thread
pool. In the thread pool, pre-allocated memory buffers are created
to minimize the latency caused by runtime memory management.
Additionally, we employ lock-free ring buffer [39] to enable con-
current access without blocking.

Furthermore, consistency of objects in the physical world along
the time dimension also opens up an opportunity for additional
optimization. In our case, the computational complexity of the LBP
algorithm correlates with the number of objects detected in the
image. This property can be leveraged to determine the optimal
number of threads for parallelization. Insufficient thread allocation
can result in suboptimal parallelization, while excessive thread allo-
cation introduces unnecessary overhead due to context switching.
Given that the number of objects typically remains stable between
consecutive images, PhySense uses the object count from the pre-
vious frame to pre-allocate an appropriate number of threads.
Pipeline. Building on the results of parallelization, we further con-
duct a detailed analysis of the execution time for each component.
The components are then grouped into stages, ensuring that each
stage has a balanced execution time. Components within a stage
are consolidated into a single task, with each stage executed inde-
pendently by separate tasks. Upon completion of a stage, the data
required for the subsequent stage is updated via a buffer. This buffer,
which enables data sharing between stages, is implemented using
a FIFO (first-in, first-out) queue to ensure ordered data transfer.

6 Experiments and Evaluation

Our evaluation of PhySense comprises both simulated experiments
on datasets and real-world driving tests, measuring effectiveness

Figure 4: Examples of simulated data collected from Carla.

and run-time efficiency as key criteria. While physical experiments
provide the most realistic assessment, they often lack the scalability
to comprehensively cover the input space. To bridge the sim-to-
real gap in dataset-based evaluation, we employ transformations
to adversarial examples that emulate physical conditions such as
angular positioning and occlusions. For more detailed analysis, we
conducted comparative experiments with state-of-the-art defenses
(Section 6.2) and validated PhySense components through ablation
studies (Section 6.3). To test resiliency, we also evaluated against
adaptive attackers with knowledge of our defense (Section 6.6).

6.1 Implementation and Evaluation Setup

Datasets.Our experiments involved two of the largest multi-modal
autonomous driving datasets, nuScenes [8] and KITTI [24], pro-
vided by sensor suite including cameras, radars, and LiDARs. We
also collected a customized dataset using Carla simulator [52] con-
taining 2000 videos, with 100 seconds each at 5 FPS rate (Figure 4).
We focus on five representative classes shared by these datasets,
“bicycle”, “bus”, “pedestrian”, “car”, and “truck”. The evaluation was
conducted on individual videos, each consisting of several to tens
of image frames focusing on one object. The total counts of these
object-specific videos were 21763 for nuScenes, 5212 for KITTI, and
26854 for our custom dataset, totaling millions of image frames. Fi-
nally, to evaluate real-world practicality, we conducted 8.6 hours of
driving tests with a Tesla Model 3 across various regions including
parking lots, residential areas, highways, main roads, etc.
Implementation Details. The perception and defense were imple-
mented in PyTorch 1.11.0 as the backend. For the target perception
model, we followed existing work [47] and used YOLOv3 [60] for
object detection, combined with SORT [4] for tracking based on IoU
between bounding boxes. Within PhySense, we implemented XG-
Boost with default parameters including 100 trees with a maximum
depth of 6. The proposed AT-BiLSTM for behavior recognition was
trained to minimize cross-entropy loss using the Adam optimizer.
Key hyperparameters included a learning rate of 1e-3, batch size
of 32, and 300 training epochs. More details can be found in our
released implementation available on the project website.
Simulator andHardware.We used Carla 0.9.15 for data collection.
The main experiments and model training were conducted on a
server with RTX 4090 GPU (24GB VRAM) and Intel i9-13900K.

6.2 Evaluation on Datasets

Evaluated Attacks.While all physical attacks aim to add perturba-
tions in some manner, the key difference lies in the subject they are
applied to and what they affect. Within this scope, some attacks ma-
nipulate the perceived objects to cause misclassification [22, 78, 91],
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Figure 5: An example of a patch applied on a moving vehicle.

while others directly affect perception sensors (e.g. attaching cam-
era patches to lenses) [42, 70, 95]. We focused on the former type
of attacks in this study, since real-world attackers often lack access
or physical proximity to the AV’s onboard sensors.

Three main factors were considered when implementing these
attacks. The first is the location of perturbations, which is con-
strained by the object’s physical size to keep the patch within the
geometry boundary. The second factor is the size of the manipu-
lated region. Attackers can set this parameter based on the desired
attack strength and imperceptibility. The last one is the exact pertur-
bation pattern, which is optimized via 𝐿𝑝 -bounded manipulations
with constraints on realizability (e.g., printability of colors). To
conduct a more comprehensive evaluation, we optimized patterns
based on three existing attacks [22, 44, 91]. As CAPatch [91] was
originally designed to attack image captioning models, its objec-
tive term was adjusted as object misclassification in our context.
For the projection-based SLAP attack [44], we reused its provided
projector-specific parameters (e.g., the achievable color spectrum
of the projector) for scalable simulated evaluation. In the physi-
cal world experiments detailed in Section 6.5, we obtained these
values using our own projector hardware. We also investigated
the impacts of diverse source/target labels and patch sizes. In our
implementation of [22, 44], the larger patch is of 400 × 400 in a
1024 × 1024 mask, while a smaller patch is of 200 × 200 within the
mask. The patch sizes of the CAPatch attack [91] followed their
original settings, averaging 14.3% of the entire image.

Considering realizability and attacker motivations, we selected
vehicles, cyclists, and pedestrians as the original objects for attach-
ing adversarial patches. This is because they possess relatively large
surfaces for adhering patches and also constitute safety-critical en-
tities in transportation. This rationale also guided our selection
of target misclassification labels, focusing on changes that could
induce safety risks. On the other hand, applying patches to mov-
ing entities poses unique challenges overlooked by prior work.
Particularly, vehicles often move at relatively high speeds from
the perception view, so their angle and position can dramatically
change even over short time periods. To address this and better
simulate physical patches attached to moving objects, we used the
groundtruth angle matrices to spatially transform the correspond-
ing patches. Additionally, we used box vertex distances to the ego
vehicle to identify surfaces facing the perception camera. In this
way, we ensured that the patches adhered to angle changes and
disappeared when no longer facing the AV. An example of such
transformation is depicted in Figure 5.
Experiment Methodology. Before evaluating the defense, it is
critical to first ensure it operates on valid attack outcomes where
instances are misclassified by the perception model. However, since

Table 2: Evaluation results on datasets.

Patch Size Datasets
# Obj PhySense

Avg. Time
Total Attack Detect Acc. Correct Acc. FPR FNR

Large
nuScenes 21763 15810 0.9965 0.9834 0.0514 0.0543 0.041
KITTI 5212 3737 1.0000 0.9999 0.0000 0.0002 0.028
Carla 26854 13089 0.9988 0.9886 0.0505 0.0024 0.037

Small
nuScenes 21763 16833 1.0000 0.9815 0.0476 0.0557 0.044
KITTI 5212 4263 1.0000 0.9999 0.0000 0.0002 0.026
Carla 26854 13252 0.9985 0.9894 0.0523 0.0039 0.032

Detect Acc. = Detection Accuracy; Avg. Time denotes the average run-time per input.

perception models are not perfect, they can also make false pre-
dictions even without adversarial perturbations. As our focus is
on defense performance rather than issues with the perception
model or attacks, we selectively chose instance sequences where
the object was initially correctly identified by the perception model
but was misclassified under adversarial perturbations.

We then applied our defense and evaluated it in terms of de-
tection accuracy, label correction efficacy, and run-time efficiency.
First, the inference results from PhySense were cross-checked with
those from the perception module, and any mismatch was regarded
as a detected attack. As such, the detection accuracy was calculated
as the number of correctly detected instances divided by the total
number of misclassifications made by the AV perception model.
Beyond detection, we also explored the potential that PhySense
could suggest correct labels. This correction accuracy was quan-
tified as the ratio of correctly identified labels from PhySense to
the total misclassification. In addition to the two accuracy metrics,
the false positive rate (FPR) and false negative rate (FNR) were
measured. Specifically, false positives indicate objects that were cor-
rectly classified by perception but erroneously identified as other
objects by PhySense; conversely, false negatives denote objects
that were misclassified by both the perception and PhySense as
wrong labels. Lastly, the efficiency of PhySense was evaluated as
its average end-to-end runtime in seconds.
Results. The main results are summarized in Table 2. The number
of objects represents the counts of sequences, wherein each con-
tains several to tens of frames. Overall, PhySense achieves over 99%
detection rate and correctly recovers 98% misclassified labels across
datasets, showing the effectiveness of our approach. The correction
accuracy is slightly lower than detection, because this metric addi-
tionally requires PhySense to precisely identify true labels. Besides,
FPR and FNR are both relatively low. Upon investigation, we found
that these missed cases mainly focused on confusing “Truck” and
“Car” classes. This is because objects within the two classes exhibit
similar characteristics, including 3D sizes (many trucks have similar
sizes to vehicles [62]), behaviors (e.g., changing lanes and making
turns), and interactions with other objects (e.g., following front
cars). However, in practical scenarios, AVs are likely to take similar
actions when encountering either category of objects, therefore
such confusion may not lead to serious safety risks.

Moreover, we observe that the specific attack method and patch
size do not significantly affect the performance. Intuitively, a larger
patch could potentially degrade protection, since a larger surface
area is covered by adversarial patterns that could affect texture
analysis. However, the performance of PhySense remains stable
even when facing large patches. Similarly, we found that PhySense
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Figure 6: AV trajectories with and without PhySense.

achieved similar correction accuracy across the three implemented
attacks, comparable to the overall performance. This can be attrib-
uted to our relatively robust feature extraction mechanisms. For
instance, the texture analysis is designed to sample multiple small
regions within the object ROI, each going through LBP and subse-
quently aggregated. This process can be less affected by varying
patch sizes and diverse adversarial patterns generated by differ-
ent attacks. Additionally, PhySense does not rely solely on visual
features; they are weighted against other factors such as sizes and
behaviors during reasoning. This multi-faceted approach further
improves resiliency across attack methods and strengths.
Run-time Efficiency Results. The measured run time of Phy-
Sense is 0.037 seconds on average. Even though it increases the
end-to-end delay, we found the delay did not introduce new control
problems, owing to the pipeline design of framework processing
in modern AV software. Based on the run-time breakdown of the
key processing modules, we found the main bottleneck lies in the
LBP texture extraction, which operates on 𝑁 = 8 sampled regions
per object to ensure robustness. To improve efficiency, reducing
𝑁 is an option, however, it risks degrading performance if texture
information becomes unreliable. We further investigate the impact
of this parameter in ablation studies (Section 6.3).

To further understand how such delays impact AV behaviors, we
deployed PhySense in the simulator, recorded the traveled path,
and then used it to measure the control deviations introduced by
the overhead of PhySense. Specifically, we set the vehicle to track a
reference path in the simulated world and then measured the actual
traveled trajectory with and without PhySense. The difference
between the two trajectories was then calculated to quantify the
control deviation. Figure 6 shows a sample pair of such trajectories.
We can observe that the vehicle behaves almost identically under
both settings. The average deviation between these two trajectories
was 0.0266𝑚 for the x-axis and 0.0251𝑚 for the y-axis.
Comparison with Other Defenses. To understand the improve-
ments PhySense could offer over prior defenses, a comparative
study was conducted with three state-of-the-art defenses, Percep-
Guard [47], Jujutsu [16], and DiffPure [55]. PercepGuard employs
an LSTM-based model to predict object labels from 2D bounding
box trajectories, while Jujutsu and DiffPure are input purification
approaches. The difference is that DiffPure processes the entire
image to remove perturbations, while Jujutsu first localizes poten-
tial regions of adversarial perturbations and replaces them with
reconstructed contents. We used their official implementations on
GitHub with original hyperparameters for consistency.

The input purification defenses, Jujutsu and DiffPure, achieved
correction accuracy of 11.4% and 25.3% respectively. Jujutsu was
mainly hindered by its high detection FNR of 79.8% and imprecise
localization of adversarial regions, while DiffPure was affected by
its inaccurate content reconstruction. Specifically, Jujutsu’s detec-
tion mechanism works by transplanting the region with the most
salient features to images of other classes; if the classification on
both images matches, the transplanted area is marked as adversarial.
This mechanism was originally designed for universal adversarial
patches that are effective on any object and can consistently induce
the same misclassified label. However, in the context of physical
adversarial attacks, we observed difficulties in simultaneously en-
suring real-world robustness and consistentmisclassification results
across all object classes over a time period. In the dynamic physical
world, adversarial patterns may not cause identical misclassifica-
tion results when applied to other objects, thus they are wrongly
regarded as benign by Jujutsu. Furthermore, such saliency-based
localization of adversarial regions may not always be accurate. To
quantify this, we calculated the IoU between the actual adversarial
region and the one identified by Jujutsu. The mean IoU across tested
images was 0.51, indicating that many patches were only partially
sanitized and could still induce misclassification. DiffPure, on the
other hand, applies transformations to all image inputs. However,
we found the results often contain abnormal, repeated patterns,
such as multiple wheel-shaped patterns on a vehicle. The root
cause is that the model was pre-trained on images of dimensions
256 × 256, while the AV’s perception model (YOLO in our setup)
processes images of 416 × 416. Therefore, the model’s receptive
field and learned representations may not scale coherently on larger
images. While DiffPure altered the classification results for 98.2%
of attack images after processing, only 25.8% of them aligned with
the true labels. Moreover, we found the modifications introduced
by diffusion processing could sometimes cause misclassifications
of the originally benign images as well.

In contrast, PercepGuard achieved a detection rate of 95.9%
across all adversarial examples, indicating its reliable performance
in attack detection. On the other hand, it only achieved 72.7% cor-
rection accuracy with an FPR of 0.233. The results across different
categories revealed that PercepGuard achieved a 100% correction
rate for the vehicle class but was less effective in identifying pedes-
trians and cyclists, often misclassifying them as vehicles. This dis-
crepancy could be attributed to two reasons. First, the perturbations
not only changed the perception results (i.e., labels) but also caused
non-negligible variations in the bounding boxes within the AV
perception module. During the training process of the defense, Per-
cepGuard was enforced to associate these altered bounding boxes
with the true label (i.e., vehicles), thus inadvertently biasing the
model towards vehicles even when these features did not belong to
this class. This also explained its relatively high FPR, where benign
objects were sometimes identified as vehicles too. Second, we ob-
served that some misclassified object sequences had missing frames.
This was because adversarial examples, especially those realized
in the physical world, often fail to consistently attack every frame
under constraints. This resulted in objects appearing to “jump” be-
tween locations and were interpreted by PercepGuard as moving
significantly faster than they were. As a result, some cyclists with
perturbations were misclassified as vehicles in the defense.
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Table 3: Correction accuracy in ablation studies.

Char. Features Size Texture Behavior Interaction
0.702 0.870 0.833 0.886

# Texture Region 1 3 6 8
0.952 0.958 0.970 0.983

Texture Descriptor LPQ GLCM LBP
0.960 0.971 0.983

Behavior Model Bev-1 Bev-2 Bev-3
0.977 0.973 0.983

These findings reveal the limitation of relying solely on percep-
tion bounding boxes, as they could be prone to bias and manipu-
lations. To mitigate this issue, PhySense integrates multi-faceted
characterization and employs holistic reasoning, thus enhancing re-
siliency and reliability. As such, while PhySense is not bulletproof
of misclassification, it is designed to raise the bar for attackers, as
altering multiple types of features consistently over time would
require extensive changes in the physical environment. To further
investigate how well PhySense works under such manipulations,
it was evaluated against adaptive attackers in Section 6.6.

6.3 Ablation Studies

In addition to evaluating the overall performance of PhySense, we
further conducted ablation studies to dissect the effectiveness of
its individual components. These studies were structured around
two lines of ablation groups: (1) the characterization features in
PhySense were individually decoupled, and (2) the techniques for
feature extraction and analysis were varied.
Decoupling Characterization Features. This line of studies in-
volves four ablation groups, each having one characterization fea-
ture removed from PhySense. Specifically, we individually removed
3D sizes, textures, behaviors, and interactions from reasoning and
re-train the defense model for each test. The results measured by
correction accuracy are summarized in the first row of Table 3. It
can be observed that the performance degraded significantly with
the removal of each feature, showing that these characteristics all
contribute to PhySense to non-negligible extents. Following the
validation of the importance of these features, we proceeded to
investigate the techniques for extracting and analyzing them.
Comparing Design Alternatives. We considered alternatives for
three major components: the number of sampled regions for tex-
ture analysis, texture descriptor, and behavior recognition model.
The first factor, as discussed in Section 6.2, is a hyperparameter
that balances robustness and efficiency for texture analysis. We
examined the impact of randomly sampled 1, 3, 6, and 8 regions
for aggregated texture analysis. Additionally, we individually em-
ployed LBP, GLCM [51], and LPQ [57] as texture descriptors. As
for the behavior model, we designed three sets of frameworks: (1)
inspired by existing studies on modeling consumer journey, we
adaptively designed a transformer with multi-head attention com-
bined with three-layered MLP, denoted as Bev-1; (2) a three-layered
LSTMmodel combinedwith additive attention andMLPwith Leaky-
ReLU activation, denoted as Bev-2; and (3) the current behavior
model with AT-BiLSTM structure (Section 5.5), denoted as Bev-3.

Figure 7: Our real-world driving tests involved different tar-

get vehicles, patch sizes, environments, and attack vectors.

The results are summarized in Table 3, suggesting that our design
achieves optimal in the current form. However, we only examined
several alternative designs as tuning defense performance is not
our primary objective. This is further discussed in Section 7.

6.4 PhySense Applied to Other Modalities

The underlying principle of PhySense is built on a 3D kinematic
model for high-level reasoning. While our main focus lies within
the vision domain, however, the same principle could potentially
apply to other sensing modalities that support 3D reconstruction.
Here we consider LiDAR as the representative module that approx-
imates the physical world via light-projected 3D point clouds. For
the 3D detection model serving as the lifting tool (Section 5.3), we
employed Apollo v2.5 which operates on LiDAR raw data and out-
puts 3D bounding boxes of detected objects. This 3D representation
of the perceived scene, together with the visual information is then
used in PhySense framework for evaluation. The tested accuracy
achieved 85.6%, which is lower than the main vision-based results
in Section 6.2. Upon inspection, we found this is because the LiDAR
model sometimes missed detection of objects in the point cloud
(even though no adversarial manipulations on point clouds were
conducted). To mitigate this issue and improve the LiDAR-based
approach, a potential direction is to associate its results with vision
outputs, forming the de facto sensor fusion solution. However, we
leave it to future work as it is not the focus of this study, and our
threat model focuses on single-modality attacks and defenses.

6.5 Evaluation via Real-world Driving Tests

Realizing Attacks in the Physical World. To test the real-world
practicality of PhySense, we implemented attacks with three types
of realization vectors, building upon existing approaches [22, 28, 44].
Specifically, we realized the created adversarial examples in the
physical world by (1) printing them on paper and attaching them
to target vehicles, (2) displaying them on screens mounted in the
trunk, and (3) projecting them at a distance with a projector. In
implementing these attacks, we considered four main factors, in-
cluding scenarios (e.g., parking lots, residential areas, main roads),
target vehicles (a small two-door vehicle and a larger SUV), attack
vectors (printed patches, displayed patterns on screens, and pro-
jected perturbations), and patterns sizes (realized with different
sizes of printing papers, monitors, and projector distances). Some
examples are depicted in Figure 7, from left to right are (a) the
smaller target vehicle carrying a patch displayed on the larger mon-
itor in a parking lot, (b) the pattern projected on a larger target
vehicle via a projector placed at a distance, and (c) a printed patch
attached to the smaller vehicle on a main road. These illustrative
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figures only represent a subset of our tests that fully crossed the
aforementioned factors; for example, we also tested the larger target
vehicle carrying the larger display.

We employed a Tesla Model 3 (2023 made) as the ego vehicle that
the attacker aims to mislead. This vehicle is equipped with on-board
cameras that record videos automatically. The recordings were ex-
tracted via a formatted USB drive inserted in the vehicle’s USB
port. For light projection attack [44], we used a ViewSonic PS502X
projector with 4000 Lumens and a resolution of 1024 × 768, which
are the same as the one used in the original study. Moreover, its
optimization scheme incorporates the modeling of the projector’s
achievable color spectrum and reflectivity of projection surfaces,
which are specific to the projector hardware and target objects. To
adapt the attack in our physical experiments, we followed the same
process that iteratively shined a set of colors on the surface of the
target vehicle and collected the outputs captured by the camera.
The data was then fit into the model to approximate physical trans-
formations. However, we found that attacks realized via monitor
display and light projection often failed in outdoor scenarios dur-
ing daytime, affected by intense ambient illumination. As such, our
evaluation against these attacks focused on dark environments such
as evening roads and indoor settings like garages, consistent with
existing evaluation strategies [28, 44]. While exploring effective
attacks with bright ambient light is an important future direction,
such scenarios still represent realistic threats to perception systems.
Evaluation Results. Our evaluation using this data followed a
similar strategy in Section 6.2, and the results are summarized in
Figure 8. We found that the overall correction accuracy is com-
parable to the performance on datasets, with a slight drop due to
occasional occlusions from passing-by objects. Such issues hinder
our ability to build accurate 3D models and the subsequent char-
acterization, thus affecting defense accuracy. This highlights the
challenge of capturing real-life driving videos. In controlled envi-
ronments, the target vehicle carrying the patch is often fully visible
due to simplicity of the scenario; in contrast, real-world scenarios
are more dynamic and unpredictable. The perception camera’s view
can be occluded by various moving objects, including pedestrians,
bicycles, and other vehicles. Under these conditions, PhySense can
effectively mitigate impacts from small or short-duration occlu-
sions, due to its robust 3D modeling and the use of temporal graphs
to maintain consistency with previously unoccluded frames. How-
ever, addressing large and persisting occlusions remains an open
question in the broad field of 3D recognition. Given the continuous
advancements being made in recent years [15], we do not consider
it a fundamental limitation of PhySense. To address this challenge
and improve our defense, one potential direction is to augment the
3D recognition model with additional occluded data. This method
involves systematically modifying training images to simulate vari-
ous occlusion scenarios, which can be implemented by overlaying
shapes or objects of different sizes, positions, and transparencies
onto target objects. As such, this encourages the model to learn
partial information and infer complete object structures. However,
applying such enhancements also requires consideration of the
balance between occlusion handling and overall accuracy, as well
as the need to mitigate the risks of overfitting to occlusion patterns.
We leave such exploration to future work.

Figure 8: Evaluation results for real-world driving tests.

In addition, the defense accuracy and efficiency tested on the
three types of attacks did not differ significantly. As adversarial
patterns and realization vectors vary when different attacks are
applied, they mainly affect visual features within localized regions
of the target object. These variations have different levels of im-
pact on textual analysis, due to their varying perturbations and
altered surface reflectivity (e.g., caused by papers or projected light).
However, PhySense remains relatively robust as it incorporates
additional physical features for high-level reasoning, making it less
affected by specific physical vectors. Moreover, the average run
time for real-world driving tests is 0.039s, which is also consistent
with that measured on the datasets.

6.6 PhySense against Adaptive Attackers

We further examined the resiliency against adaptive attackers with
knowledge of PhySense. In this case, they have two primary ad-
versarial goals - deceiving the perception model and bypassing
PhySense. To achieve this, the attack needs to ensure the predicted
label from the defense matches the output of the perception model.
Adaptive Attack Strategies. We consider three types of adaptive
attack strategies in this study. First, knowing the exact physical
features used in PhySense, the attacker may try to disrupt the fea-
ture extraction process that leads to the desired output. Second, the
attacker could directly use the outputs of both the perception model
and PhySense as feedback to guide the optimization of adversarial
patterns. Lastly, the attacker can exploit the unique mechanism of
temporal graphs that relies on defense results from previous frames
to mislead the current frame. In these cases, the attacker’s optimiza-
tion still follows the form of Eq. 2, but with an additional term in
the loss function measuring consistency between the perception
model and defense outputs.

For implementation, we focused on interrupting texture analysis
and behavior recognition phases for the first type of attack due
to two reasons. First, they are critical features used in PhySense,
since their weighted contributions are relatively high among others
based on our inspection of the weighting matrices. Second, they
both involve using machine learning algorithms, which are inher-
ently susceptible to adversarial perturbations. As for the second
type of attack, we used the sum of the probability of the target
class from both the perception model and PhySense to quantify
adversarial gain. Lastly to exploit temporal graphs, the attacker
needs to bypass PhySense in consecutive frames, such that the
misclassified label from prior frames will be directly assigned to the
associated object in the current frame. However, a key challenge for
these attacks lies in the lack of gradient propagation for adaptive
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perturbation optimization, because PhySense also incorporates
components that are not differentiable. To address this, we consider
the attacker employing a search-based algorithm, specifically an
adapted genetic algorithm where noise candidates are modeled as
individual genomes. The fitness function is defined as the gain of
objective goals and physical constraints are termed as penalties.
A unique advantage of this approach is fast convergence speed
within a large search space. Using these strategies, we individually
adapted the optimization framework of existing attacks [22, 44, 91]
to create adversarial examples.
Evaluation Results. The results revealed that the majority of
adaptive perturbations often failed when applied to the test set.
Only 12.0% and 7.0% of the adversarial examples generated by
the first and second strategy could induce at least one successful
bypass of PhySense on object sequences, while the third attack
did not succeed. Upon investigation, we found that although they
could induce misclassification on both the perception model and
PhySense, most of their results were inconsistent between the two
over time, thus failing to bypass our defense. We also tested them in
the physical world following the same settings in Section 6.5, and
found they rarely succeed in deceiving PhySense. This highlights
an inherent difficulty for attackers, as they need to ensure consistent
misclassification output between two systems, which could often
be broken by dynamic physical conditions.

Among these strategies, the first attack appears to be most ef-
fective, potentially due to its fined-grained optimization on the
selected important features. In contrast, the second attack is of
coarse granularity, which disregards the inner workings of Phy-
Sense and directly optimizes on the fitness calculated based on final
outputs. While this approach should be intuitively better since it
implicitly incorporates all the feature sets, a key obstacle lies in the
computation time. During the search process, each perturbation
candidate has to iterate through all the training samples to quantify
the overall effectiveness. While PhySense is designed to be efficient,
the total processing time could be large. Given unlimited queries
and time, the second strategy could achieve better adversarial per-
turbations, but this adds a significant burden on the attacker. Lastly
for the third strategy, although it appears an obvious attack surface
since PhySense directly skips inference on certain objects if they
are considered consistent in previous frames, exploiting this mech-
anism requires the attacker to successfully compromise a set of
history frames. While compromising a single frame is non-trivial as
demonstrated by the first two adaptive attacks, this poses evenmore
challenges to the attacker. In our implementation, we observed that
the optimization was often trapped in local minimum and the fit-
ness was difficult to improve. Therefore, the results revealed the
feasibility for attackers to adaptively craft samples to bypass Phy-
Sense, however, they often face the challenge of dynamic physical
conditions and excessive costs raised by our defense.
Summary and Discussions. Overall, the results indicated that
PhySense remains relatively resilient when facing adaptive attack-
ers. This is rooted in three reasons: first, our approach leverages
diverse physical characteristics in spatial-temporal domains, which
are relatively robust and hard to alter for malicious goals. Second,
PhySense aggregates these features via holistic reasoning on graph-
based structures, therefore compromising some of the features does

not completely invalidate the protection. Lastly, the attackers aim-
ing to evade PhySense have to incorporate multiple terms into
optimization along with the adversarial goal. When bounded by
physical constraints, the search space is significantly narrowed
and therefore makes it much more difficult to find working per-
turbations satisfying multiple goals. However, with considerable
computational resources and time, the attacker could still find the
perturbations that compromise the majority of leveraged features
while also misleading the perception model. To address this and
further improve resiliency, a potential direction is to leverage more
robust physical features, but the run-time efficiency could be a key
obstacle in this regard. Additionally, while no defense is bulletproof,
we suggest adopting a defense-in-depth approach by designing and
integrating efficient input purification techniques. For more discus-
sions on limitations and future directions please see Section 7.

7 Discussion and Limitations

Limited Set of Physical Characteristics Used for Defense. In
this work, we focus on a limited set of physical features; therefore,
the reasoning developed in PhySense is only limited to the scope
related to those features. While involving more features could im-
prove defense, they are also likely to induce larger overhead due
to the need for additional computation and larger-scale inference.
Moreover, simply adding more features does not always guarantee
enhanced security, as their reliability and informativeness vary. As
such, finding an optimal feature set balancing efficacy and efficiency
is the key. To this end, our features were selected across both spa-
tial and temporal domains, with joint consideration of uniqueness,
physical grounding, and computational costs. Another limitation
of PhySense stems from its reliance on sensor readings, making it
potentially vulnerable to sensor attacks [81] that could lead to inac-
curate physics-based characterization. To address these limitations
and broaden the defense capabilities, future work could explore
more diverse multi-modal features and combine hardware-based
solutions like interference shielding and filtering. Limitations in

Feature Extraction Techniques. For the same set of features,
the techniques used for extraction are equally important to affect
performance. In PhySense, these span DNN models, conventional
CV algorithms like LBP, and rule-based identification. Some tech-
niques may be coarse-grained (e.g. interaction rules), potentially
degrading recovery accuracy. We currently address this by learn-
ing class-specific weights to balance contribution in the reasoning
model. Besides, we experimentally validated in ablation studies that
our design components were optimal among a set of alternatives.
Further improvements could employ more advanced techniques for
higher-fidelity extraction, such as modeling behaviors and interac-
tions with more complex learning components.
Applications beyond Adversarial Defense. Outside the realm of
defending adversarial attacks, techniques developed for PhySense
can broadly enhance perception. The key insight is that reasoning
higher-level characteristics provides valuable information comple-
mentary to DNN perception models. Therefore, it can serve as a
general mechanism integrated into pipelines for improved scene
understanding. More broadly, they also have potential applications
in other domains like computer vision, enabling contextual holistic
analysis to address challenges like occlusions. For general systems,
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PhySense provides principles to integrate top-down contextual
reasoning with bottom-up feature extraction for robustness.

8 Conclusion

In this work, we propose PhySense, an integrative reasoning-based
defense for label recovery from physical adversarial examples in
autonomous systems. Complementary to existing defenses, Phy-
Sense leverages robust physical world characteristics of objects and
their relationships for multi-faceted understanding. For efficient
and accurate reasoning, a novel CRF-based framework is proposed
to model objects and correlations as structured spatial-temporal
graphs. To improve efficiency for practical deployment, it is further
optimized via task parallelization and pipelining based on workload
profiles. The efficacy of PhySense is validated through experiments
on both simulated datasets and real-world driving tests.
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Table 4: Interaction Categories and Conditions

Object Pair Interaction Rules Identification

(𝑜1 − 𝑜2) Categories

Pedestrian-Pedestrian Accompany
1 𝑣1, 𝑣2 ≤ 2
2 𝐷 (𝑜1, 𝑜2 ) ≤ 2
3 |𝑣1 − 𝑣2 | ≤ 1

1 ∧ 2 ∧ 3

Vehicle-Pedestrian Pre-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝑎1 ≤ −0.1 OR 𝑣1 ≤ 0.1 AND 𝑣2 ≤ 2
3 ∃𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) = 0 AND Δ𝐷𝑇𝐶𝑃1,2 < 0

1 ∧ 2 ∧ 3

Post-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝑎1 ≤ −0.1 OR 𝑣1 ≤ 0.1 AND 𝑣2 ≤ 2
3 ∀𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) ≠ 0 AND Δ𝐷𝑇𝐶𝑃1,2 > 0

1 ∧ 2 ∧ 3

After-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 Δ𝐷𝑇𝐶𝑃1,2 > 0 AND 𝑎1 ≥ 0.1 AND 𝑣2 ≤ 2

1 ∧ 2

Pedestrian-Vehicle Pre-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝑎1 ≤ −0.1 OR 𝑣1 ≤ 0.1
3 ∃𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) = 0 AND Δ𝐷𝑇𝐶𝑃1,2 < 0

1 ∧ 2 ∧ 3

Post-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝑎1 ≤ −0.1 OR 𝑣1 ≤ 0.1
3 ∀𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) ≠ 0 AND Δ𝐷𝑇𝐶𝑃1,2 > 0

1 ∧ 2 ∧ 3

After-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 Δ𝐷𝑇𝐶𝑃1,2 > 0 AND 𝑎1 ≥ 0.1

1 ∧ 2

Vehicle-Cyclist/
Cyclist-Vehicle

Yielding
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝑎1 ≤ 0.1 OR 𝑣1 ≤ 0.1 OR 𝑎2 ≤ 0.1 OR 𝑣2 ≤ 0.1
3 ∃𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) = 0 AND Δ𝐷𝑇𝐶𝑃1,2 < 0

1 ∧ 2 ∧ 3

Post-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝑎1 ≤ 0.1 OR 𝑣1 ≤ 0.1 OR 𝑎2 ≤ 0.1 OR 𝑣2 ≤ 0.1
3 𝐶𝑅𝐴𝑜1∩𝑜2 < 0.3

1 ∧ 2 ∧ 3

After-Yield
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 Δ𝐷𝑇𝐶𝑃1,2 > 0 AND 𝑎1 ≥ 0.1 AND 𝑎2 ≥ 0.1

1 ∧ 2

Following
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 |𝑣1 − 𝑣2 | ≤ 2 AND𝐶𝑅𝐴𝑜1∩𝑜2 > 0.3

1 ∧ 2

Move in parallel
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝐷 (𝑜1, 𝑜2 ) < 3 AND (Δ𝜃v1,v2 < 𝜋 × 15

180 OR |𝜋 − Δ𝜃v1,v2 | < 𝜋 × 15
180 )

1 ∧ 2

Pre-Overtake
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 𝑎1 ≥ 0.1 AND 𝑣1 > 𝑣2 AND Δ𝐶𝑅𝐴𝑜1∩𝑜2 < 0
3 Δ𝜃v1,v2 < 𝜋 × 30

180

1 ∧ 2 ∧ 3

Post-Overtake
1 𝐷 (𝑜1, 𝑜2 ) ≥ 2
2 Δ𝐶𝑅𝐴𝑜1∩𝑜2 > 0 AND Δ𝜃v1,v2 < 𝜋 × 30

180
1 ∧ 2

Cyclist-Pedestrian Pre-Yield
1 𝑎1 ≤ −0.1 OR 𝑣1 ≤ 0.1 AND 𝑣2 < 2
2 ∃𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) = 0 AND Δ𝐷𝑇𝐶𝑃1,2 < 0

1 ∧ 2

Post-Yield
1 𝑎1 ≤ −0.1 OR 𝑣1 ≤ 0.1 AND 𝑣2 < 2
2 ∀𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) ≠ 0 AND Δ𝐷𝑇𝐶𝑃1,2 > 0

1 ∧ 2

After-Yield 1 Δ𝐷 (𝑜1, 𝑜2 ) > 0 AND 𝑎1 ≥ −0.1 AND 𝑣2 < 2 1

Pedestrian-Cyclist Pre-Yield
1 𝑎1 ≤ 0.1 OR 𝑣1 ≤ 0.1 AND 𝑣2 < 7
2 ∃𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) = 0 AND Δ𝐷𝑇𝐶𝑃1,2 < 0

1 ∧ 2

Post-Yield
1 𝑎1 ≤ 0.1 OR 𝑣1 ≤ 0.1 AND 𝑣2 < 7
2 ∀𝑡 > 0 : 𝑑 (𝑝1 (𝑡 ), 𝑝2 (𝑡 ) ) ≠ 0 AND Δ𝐷𝑇𝐶𝑃1,2 > 0

1 ∧ 2

After-Yield 1 Δ𝐷 (𝑜1, 𝑜2 ) > 0 AND 𝑎1 ≥ 0.1 AND 𝑣2 < 7 1

Cyclist-Cyclist Potential Turning
1 𝑣1, 𝑣2 < 7
2 𝑎1 ≥ 0.1 OR 𝑎2 ≥ 0.1 AND Δ𝜃v1,v2 < 0

1 ∧ 2

Following
1 𝑣1, 𝑣2 < 7
2 |𝑣1 − 𝑣2 | < 2 AND𝐶𝑅𝐴𝑜1∩𝑜2 ≥ 0.3

1 ∧ 2

Move in parallel
1 𝑣1, 𝑣2 < 7
2 𝐷 (𝑜1, 𝑜2 ) < 3 AND (Δ𝜃v1,v2 < 𝜋 × 15

180 OR |𝜋 − Δ𝜃v1,v2 | < 𝜋 × 15
180 )

1 ∧ 2

Pre-Overtake
1 𝑣1, 𝑣2 < 7 AND 1 − cos𝜃v1,a1 < 0.1
2 𝑎1 ≥ −0.1 OR 𝑣1 > 𝑣2
3 Δ𝐶𝑅𝐴𝑜1∩𝑜2 < 0 OR𝐶𝑅𝐴𝑜1∩𝑜2 < 0.1

1 ∧ 2 ∧ 3

Post-Overtake
1 𝑣1, 𝑣2 < 7
2 Δ𝐶𝑅𝐴𝑜1∩𝑜2 > 0 AND Δ𝜃v1,v2 < 𝜋 × 30

180
1 ∧ 2

[1] Prerequisite: (a) two nodes have an intersection along the velocity direction AND |𝑇𝑇𝐶𝑃1 −𝑇𝑇𝐶𝑃2 | ≤ 2 ANDmax(𝑇𝑇𝐶𝑃1,𝑇𝑇𝐶𝑃2 ) ≤ 5; (b)𝐶𝑅𝐴𝑜1∩𝑜2 > 0
[2] CRA = Collision Risk Area; TTCP = time-to-conflict-point; DTCP = distance-to-conflict-point;
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